
Lesson 1: Introduction to Clustering 

 

Figure 1.1: Differences between unsupervised and supervised learning 

 

Figures 1.2: Two distinct scatterplots 

 

Figure 1.3: Scatterplots clearly showing clusters that exist in a provided dataset 



 

Figures 1.4: Two-dimensional raw data in a NumPy array 

 

 

 

Figure1.5 Two-dimensional scatterplot 

 

Figure 1.6: Clusters in the scatterplot 



 

Figure1.7: Two-dimensional scatterplot 

 

Figure 1.8: Clusters in the scatterplot 

 

Figure1.9: Two-dimensional scatterplot 



 

Figure 1.10: Clusters in the scatterplot 

 

Figure 1.11: Original raw data charted on x,y coordinates 

 

Figure 1.12: Reading from left to right – red points are randomly initialized centroids, and the 

closest data points are assigned to groupings of each centroid 

 



 

Figure 1.13: Euclidean distance formula 

 

Figure 1.14: Manhattan distance formula 

 

Figure 1.15: Two-dimensional, three-dimensional, and n-dimensional plots 

 

Figure 1.16: Plot of the coordinates 



 

Figure 1.17: Plot of the coordinates with correct cluster labels 

 

Figure 1.18: First scatterplot 



 

Figure 1.19: Second scatterplot 

 

Figure 1.20: Third scatterplot 



 

Figure 1.21: Expected plot of three clusters of Iris species 

 

  



Lesson 2: Hierarchical Clustering 

 

Figure 2.1: The attributes that separate supervised and unsupervised problems 

 

Figure 2.2: Navigating the relationships of animal species in a hierarchical tree structure 

 

Figure 2.3: Navigating product categories in a hierarchical tree structure 



 

Figure 2.4: An example of a two-feature dataset comprising animal height and animal weight 

 

Figure 2.5: An array of distances 

 

Figure 2.6: An array of distances 

 

Figure 2.7: An array of distances 



 

Figure 2.8: A dendrogram showing the relationship between the points and the clusters 

 

Figure 2.9: An animal taxonomy dendrogram 



 

Figure 2.10: A plot of the dummy data 

 

Figure 2.11: A matrix of the distances 

 

Figure 2.12: A dendrogram of the distances  



 

Figure 2.13: A scatter plot of the distances 



 

Figure 2.14: The expected scatter plots for all methods 

 



 

Figure 2.15: Agglomerative versus divisive hierarchical clustering 

  

Figure 2.16: A plot of the Scikit-Learn approach 

  



Figure 2.17: A plot of the SciPy approach 

 

Figure 2.18: The expected clusters from the k-means method 

 

Figure 2.19: The expected clusters from the agglomerative method 

  



Lesson 3: Neighborhood Approaches and DBSCAN 

 

 

Figure 3.1: Neighbors have a direct connection to clusters 

 

Figure 3.2: Example dendrogram 

 

Figure 3.3: Plot of sample data points 



 

Figure 3.4: Point distances 

 

Figure 3.5: Visualized Toy Data Example 



 

Figure: 3.6: Resulting plots 

 

Figure 3.7: Visualization of neighborhood radius where red circle is the neighborhood 



 

Figure 3.8: Impact of varying neighborhood radius size 

 

Figure 3.9: Expected outcome 

 

Figure 3.10: Minimum points threshold deciding whether a group of data points is noise or a 

cluster 



 

Figure 3.11: Plot of generated data 

 

Figure 3.12: Plot of Toy problem with a minimum of 10 points 



 

Figure 3.13: Plots of the Toy problem 



Lesson 4: An Introduction to Dimensionality Reduction 

and PCA 

 

Figure 4.1: Two samples of data with three different features 

 

Figure 4.2: Electrocardiogram (ECG or EKG) 

 

Figure 4.3: An image filtered with dimensionality reduction. Left: The original image (Photo by 

Arthur Brognoli from Pexels), Right: The filtered image 

https://www.pexels.com/@arthur-brognoli-1180470?utm_content=attributionCopyText&utm_medium=referral&utm_source=pexels
https://www.pexels.com/photo/people-standing-on-brown-bridge-2260784/?utm_content=attributionCopyText&utm_medium=referral&utm_source=pexels


 

Figure 4.1: Dimensions in a PacMan game 

 

Figure 4.2: Data in a 2D feature space 



 

Figure 4.3: A projection of a 3D sphere into a 2D space 

 

 

Figure 4.7: The covariance matrix 

 

Figure 4.8: The head of the data 

 

Figure 4.9: The head after cleaning the data 



 

Figure 4.10: Plot of the data 

 

Figure 4.11: Covariance matrix using the Pandas method 

 

Figure 4.12: The covariance matrix using the NumPy method 

 

Figure 4.13: An eigenvector/eigenvalue decomposition 



 

Figure 4.14: The first five rows of the dataset 

 

Figure 4.15: The Sepal Length and Sepal Width feature 

 

Figure 4.16: Eigenvectors 

 

Figure 4.17: The first five rows of the dataset 



 

Figure 4.18: The sepal length and sepal width feature 

 

Figure 4.19: The covariance matrix for the selected data 

 

Figure 4.20: Eigenvectors 

 

Figure 4.21: The result of matrix multiplication 



 

Figure 4.22: The output of PCA 

 

Figure 4.23: The Iris dataset transformed by using a manual PCA 

 



 

Figure 4.24: The first five rows of the dataset 

 

Figure 4.25: The Sepal Length and Sepal Width features 

 

Figure 4.26: Fitting data to a PCA model 

 

Figure 4.27: Eigenvectors 

 

Figure 4.28: The maximum number of eigenvalues and eigenvectors 



 

Figure 4.29: The Iris dataset transformed using the scikit-learn PCA 

 

Figure 4.30: The expected final plot 

 



 

Figure 4.31: Sepal features 

 

Figure 4.32: Section of the output 

 

Figure 4.33: The inverse transform of the reduced data 



 

Figure 4.34: The inverse transform after removing variance 

 

Figure 4.35: The restored data 



 

Figure 4.36: The inverse transform after removing the variance 

 

Figure 4.37: The Sepal features from the Iris dataset 



 

Figure 4.38: The inverse transform after removing the variance 

 

Figure 4.39: The inverse transform after removing the variance 



 

Figure 4.40: The first five rows of the data 

 

Figure 4.41: The expanded Iris dataset 



 

Figure 4.42: Expected plots 

  



Lesson 5: Autoencoders 

Figure 5.4: Autoencoder de-noising 

Figure 5.5: Encoder/decoder representation 

 

Figure 5.6: CIFAR-10 dataset 

 

Figure 5.7: Anatomy of a neuron 

 

Figure 5.8: Output of the sigmoid function 



 

Figure 5.9: Output of ReLU 

 

Figure 5.7: Printing the inputs 

 

Figure 5.8: Plot of neurons versus inputs 



 

Figure 5.9: Output curves of neurons 

 

Figure 5.10: Expected output curves 



 

Figure 5.11: Simplified representation of a neural network 

 

Figure 5.12: Calculating the output of the last node 

 

Figure 5.13: Structure and count of trainable parameters in the model 



 

Figure 5.14: Selecting the correct learning rate (one epoch is one learning step) 

 

Figure 5.15: Displaying the labels 

 

Figure 5.16: Content of the data key 



 

Figure 5.17: The first 12 images 

 

Figure 5.18: Meaning of the labels 

 

Figure 5.19: Printing the actual labels 

 



Figure 5.20: Labels of the first 12 images 

 

Figure 5.21: One hot encoding values for first 12 samples 

 

Figure 5.22: Displaying the first 12 images again. 

 

Figure 5.23: Training the model 



 

Figure 5.24: Printing the predictions 

 

Figure 5.25: Simple autoencoder network architecture 

 

Figure 5.26: Training the model 



 

Figure 5.27: Output of simple autoencoder 

 

Figure 5.28: Expected plot of original image, the encoder output, and the decoder 



 

Figure 5.29: Training the model 

 

Figure 5.30: Output of multi-layer autoencoder 

 

Figure 5.31: Demonstration of sample matrix 



 

Figure 5.32: Training the model 



 

Figure 5.33: The original image, the encoder output, and the decoder 

 

Figure 5.34: Expected original image, the encoder output, and the decoder 

  



Lesson 6: t-Distributed Stochastic Neighbor Embedding 

(t-SNE) 

 

Figure 6.10: MNIST data sample 

 

Figure 6.11: MNST reduced using PCA to 30 components 

 

Figure 6.12: Kullback-Leibler divergence. 



 

Figure 6.4: Output after loading the dataset 

 

Figure 6.5: Visualizing the effect of reducing the dataset 

 

Figure 6.6: Applying t-SNE to PCA-transformed data 



 

Figure 6.7: Transforming the decomposed dataset 

 

Figure 13.8: 2D representation of MNIST (no labels). 



 

Figure 6.9: 2D representation of MNIST with labels. 

 

Figure 6.10: PCA images of nine. 

 

Figure 6.11: Shape of number four 

 



Figure 6.12: Index of threes in the dataset. 

 

Figure 6.13: The threes with x value less than zero. 

 

Figure 6.14: Coordinates away from the three cluster 

 

Figure 6.15: Image of sample ten 



 

Figure 6.16: The expected plot 



 

Figure 6.17: Iterating through a model 



 

Figure 6.18: Plot of low perplexity value 

 

Figure 6.19: Plot after increasing perplexity by a factor of 10 



 

Figure 6.20: Increasing the perplexity value to 300 

 

Figure 6.21: Plot after 250 iterations 



 

Figure 6.22: Plot after increasing the iterations to 500 

 

Figure 6.23: Plot after 1,000 iterations 



Lesson 7: Topic Modeling 

 

Figure 7.1: Example of identifying words in a text and assigning them to topics 

 

Figure 7.2: Table showing different libraries and their use 

 

Figure 7.3: Library not installed error 



 

Figure 7.4: Importing libraries and downloading dictionaries 

 

Figure 7.5: The generic topic modeling workflow 

 

Figure 7.6: Inferring topics from word groupings 



 

Figure 7.7: Sorting/categorizing documents 

 

 

Figure 7.8: Raw data 



 

 

Figure 7.9: A list of headlines 

 

Figure 7.10: The fifth headline 

 

Figure 7.11: Detected language 

 

Figure 7.12: String split using white spaces 

 

Figure 7.13: URLs replaced with the URL string 

 

Figure 7.14: Punctuation replaced with newline character 

 

Figure 7.15: Numbers replaced with empty strings 

 

Figure 7.16: Uppercase letters converted to lowercase 

 

Figure 7.17: String URL removed 



 

Figure 7.18: List of stop words 

 

Figure 7.19: Stop words removed from the headline 

 

Figure 7.20: Output after performing lemmatization 

 

Figure 7.21: Headline number five post-cleaning 

 

Figure 7.22: Headline and its length 

 

Figure 7.23: Headlines cleaned for modeling 

 

Figure 7.24: Tweets cleaned for modeling 



 

Figure 7.25: Graphical representation of LDA 

 

Figure 7.26: The variational inference process 

 



Figure 7.27: Formula for the family of distributions, q 

 

Figure 7.28: The bag-of-words data structure 

 

Figure 7.29: Formula of perplexity 

 

Figure 7.30: Data frame containing number of topics and perplexity score 

 



Figure 7.31: Line plot view of perplexity as a function of the number of topics 

 

Figure 7.32: LDA model 

 

Figure 7.33: Topic-document matrix and its dimensions 

  

Figure 7.34: Word-topic matrix and its dimensions 

 

 

Figure 7.35: Word-topic table 



  

Figure 7.36: Topic-document table 



 

Figure 7.37: A histogram and biplot for the LDA model 

 

Figure 7.38: t-SNE plot with metrics around the distribution of the topics across the corpus 



 

Figure 7.39: LDA model 

 

 

Figure 7.40: The word-topic table using the four-topic LDA model 



 

Figure 7.41: The document-topic table using the four-topic LDA model 

 

Figure 7.42: A histogram and biplot describing the four-topic LDA model 



 

Figure 7.43: A histogram and biplot for the LDA model trained on health tweets 

 

Figure 7.44: Output of the TF-IDF vectorizer 

 

Figure 7.45: The matrix factorization  

 

Figure 7.46: First update rule 



 

Figure 7.47: Second update rule 

 

Figure 7.48: Defining the NMF model 

 

Figure 7.49: The word-topic table containing probabilities 



 

Figure 7.50: The document-topic table containing probabilities 

 

Figure 7.51: Shape and example of data 



 

Figure 7.52: t-SNE plot with metrics summarizing the topic distribution across the corpus 

 

Figure 7.53: The word-topic table with probabilities 



Lesson 8: Market Basket Analysis 

 

Figure 8.1: An example market basket where the economic system is the butcher shop and the 

permanent set of items is all the meat products offered by the butcher 

 

Figure 8.2: A visualization of market basket analysis 
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Figure 8.3: How product associations can help inform efficient and lucrative store layouts 

 

Figure 8.4: Formula for support 

Figure 8.5: Formula for confidence 

 

Figure 8.6: Formula for lift 

 

Figure 8.7: Formula for leverage 

 



Figure 8.8: Formula for conviction 

 

Figure 8.9: Screenshot of the frequencies 

 

Figure 8.10: Each available product is going to map back to multiple invoice numbers 

 

Figure 8.11: The raw online retail data  



 

Figure 8.12: Data type for each column in the dataset 

 

Figure 8.13: The cleaned online retail dataset 

 

Figure 8.14: The cleaned dataset with only 5,000 unique invoice numbers 



 

Figure 8.15: Four elements of the list of lists, where each sub-list contains all the items 

belonging to an individual invoice 

 

Figure 8.16: The multi-dimensional array containing the Boolean variables indicating product 

presence in each transaction 

  

Figure 8.17: A small section of the encoded data recast as a DataFrame 

Figure 8.18: A subset of the cleaned, encoded, and recast DataFrame built from the complete 

online retail dataset 



 

Figure 8.19: A mapping of how item sets are built and how the Apriori principle can greatly 

decrease the computational requirements (all the grayed-out nodes are infrequent) 

 

Figure 8.20: Assuming a minimum support threshold of 0.4, the diagram shows the general 

Apriori algorithm structure 

 

Figure 8.21: Basic output of the Apriori algorithm run using mlxtend 
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Figure 8.22: The output of the Apriori algorithm with the actual item names instead of 

numerical designations 

 

Figure 8.23: The Apriori algorithm output plus an additional column containing the lengths of 

the item sets 

 

Figure 8.24: The output DataFrame filtered down to a single item set 



 

Figure 8.25: The Apriori algorithm output DataFrame filtered by length and support 

 

Figure 8.26: Distribution of the support values returned by the Apriori algorithm 



 

Figure 8.27: Distribution of support values 

 

Figure 8.28: The first 7 rows of the association rules generated using only 5,000 transactions 

 

Figure 8.29: The first 7 rows of the association rules 



 

Figure 8.30: A plot of confidence against support 

 

Figure 8.31: The distribution of confidence values 



 

Figure 8.32: The distribution of lift values 

 

Figure 8.33: The distribution of leverage values 



 

Figure 8.34: The distribution of conviction values 

  



Lesson 9: Hotspot Analysis 

 

Figure 9.1: A fabricated example of fire location data showing some potential hotspots 

 

Figure 9.2: The standard normal distribution 



 

Figure 9.3: A mixture of three normal distributions 



 

Figure 9.4: A 3 x 3 matrix of subplots; each of which features an estimated density created 

using one of nine bandwidth values 



 

Figure 9.5: A histogram of the random sample with the true density and the optimal estimated 

density overlaid 

 

Figure 9.6: The formula for the Gaussian kernel 

 

Figure 9.7: The formula for the Tophat kernel 



 

Figure 9.8: The formula for the Epanechnikov kernel 

 

Figure 9.9: The formula for the Exponential kernel 

 

Figure 9.10: The formula for the Linear kernel 

 

Figure 9.11: The formula for the Cosine kernel 



 

Figure 9.12: The general shapes of the six kernel functions 



 

Figure 9.13: A 3 x 2 matrix of subplots, each of which features an estimated density created 

using one of six kernel functions 



 

Figure 9.14: Showing one data point and its individual density at various bandwidth values 

 



Figure 9.15: Showing 16 data points, their individual densities at various bandwidth values, 

and the sum of their individual densities 

 

Figure 9.16: A histogram of the random sample with the optimal estimated density overlaid 

 

Figure 9.17: The first five rows of the California housing dataset from sklearn 

 



Figure 9.18: The first five rows of the dataset filtered down to those rows that have a value of 

15 or less in the HouseAge column 

 

Figure 9.19: A joint plot containing both the two-dimensional estimated density plus the 

marginal densities for the dfLess15 dataset 

 

Figure 9.20: The top of the dataset filtered to the rows containing values greater than 40 in the 

HouseAge column 



 

Figure 9.21: A joint plot containing both the two-dimensional estimated density plus the 

marginal densities for the dfMore40 dataset 

 

Figure 9.22: A scatterplot of the median income against population for values of five or less in 

the HouseAge column 



 

Figure 9.23: The same scatterplot as created in Step 6 with the estimated density overlaid 

 

Figure 9.24: The x and y components of the grid representing the dfLess15 dataset 



 

Figure 9.25: The estimated density of dfLess15 overlaid onto an outline of California 

 

Figure 9.26: The x and y components of the grid representing the dfMore40 dataset 



 

Figure 9.27: The estimated density of dfMore40 overlaid onto an outline of California 



 

Figure 9.28: The estimated joint and marginal densities for burglaries in December 2018 

Solutions 

 

Figure 1.22: First five rows of the data 

 

Figure 1.23: List of predicted species 



 

Figure 1.24: Plot of performed k-means implementation 

 

Figure 1.25: Clusters of Iris species 



 

Figure 2.20: A scatter plot of the generated cluster dataset 



 

Figure 2.21: A scatter plot for all the methods 

 



Figure 2.22: The output of the wine dataset 

  

Figure 2.23: A plot of raw wine data 

 

Figure 2.24: A plot of clusters from k-means clustering 



 

Figure 2.25: A plot of clusters from agglomerative clustering 

 

Figure 2.26: Silhouette scores for the wine dataset 

 

Figure 3.14: Plot of generated data 



 

Figure 3.15: Plot of DBSCAN implementation 

 

Figure 3.16: First five rows of wine dataset 

 

Figure 3.17: Plot of the data 



 

Figure 3.18: Printing the silhouette score for clusters 

 



Figure 3.19: Plot of clusters using different algorithms 

 

Figure 3.20: Silhouette score 

 

Figure 4.43: The first five rows of the data 

 

Figure 4.44: The covariance matrix for the data 

 

Figure 4.45: A plot of the data 



 

Figure 4.46: Re-plotted data 

 

Figure 4.47: Re-plotting the data 



 

Figure 4.48: Sepal Length, Sepal Width, and Petal Width 

 

Figure 4.49: Expanded Iris dataset plot 

 

Figure 4.50: The model fitted to the dataset 



 

Figure 4.51: Plot of the transformed data 



 

Figure 4.52: Plot of the expanded and the restored Iris datasets 

 



Figure 5.35: Printing the inputs 

 

Figure 5.36: Plot of the neuron versus input 

 

Figure 5.37: Three output curves of the neuron 



 

Figure 5.38: First 10 samples 

 

Figure 5.39: Result of one hot encoding 

 

Figure 5.40: Training the model 



 

Figure 5.41: Training the model 

 

Figure 5.42: The original image, the encoder output, and the decoder 



 

Figure 5.43: Structure of model 

 

Figure 5.44: Training the model 



 

Figure 5.45: The original image, the encoder output, and the decoder 

 

Figure 6.24: The first five rows of the wine dataset. 

 

Figure 6.25: Creating t-SNE model. 

 



Figure 6.26: Fitting PCA data t-SNE model 

 

Figure 6.27: Scatterplot of two-dimensional data 

 

Figure 6.28: Secondary plot of two-dimensional data 



 

Figure 6.29: The first five rows of wine data. 

 

Figure 6.30: Plot for perplexity value 1 



 

Figure 6.31: Plot for perplexity of 5 

 

Figure 6.32: Plot for perplexity of 20 



 

Figure 6.33: Plot for perplexity of 30 

 

Figure 6.34: Plot for perplexity of 80 



 

Figure 6.35: Plot for perplexity of 160 

 

Figure 6.36: The first five rows of wine dataset 



 

Figure 6.37: Scatterplot of wine classes with 250 iterations 

 

Figure 6.38: Scatterplot of wine classes with 500 iterations 



 

Figure 6.39: Scatterplot of wine classes with 1,000 iterations 

 

Figure 7.54: Shape, column names, and head of data 

 

Figure 7.55: Headlines and their length 



 

Figure 7.56: Headline and length after removing None 

 

Figure 7.57: Tweets cleaned for modeling 

  

Figure 7.58: Number of topics versus perplexity score data frame 

 

Figure 7.59: LDA model 

  

Figure 7.60: Word-topic table for the health tweet data 



 

Figure 7.61: Document topic table 

 

Figure 7.62: A histogram and biplot for the LDA model trained on health tweets 

 

Figure 7.63: Defining the NMF model 



  

Figure 7.64: The word-topic table with probabilities 

 

Figure 8.35: A subset of the cleaned, encoded, and recast DataFrame built from the complete 

online retail dataset 

 

Figure 8.36: The Apriori algorithm results using the complete online retail dataset 

 



Figure 8.37: Result of item set containing 10 COLOUR SPACEBOY PEN 

 

Figure 8.38: The section of the results of filtering based on length and support 

 

Figure 8.39: The distribution of support values 



 

Figure 8.40: The association rules based on the complete online retail dataset 

 

Figure 8.41: The plot of confidence against support 



 

Figure 8.42: The distribution of lift values 

 

Figure 8.43: The distribution of leverage values 



 

Figure 8.44: The distribution of conviction values 

 

Figure 9.29: A histogram of the random sample with a scatterplot underneath 



 

Figure 9.30: A histogram of the random sample with the optimal estimated density overlaid 

 

Figure 9.31: An example of one of the individual crime files 



 

Figure 9.32: Descriptors of the full crime dataset 

 

Figure 9.33: Crime data in DataFrame form subset down to the Longitude, Latitude, Month, and 

Crime type columns 



 

Figure 9.34: The estimated joint and marginal densities for bicycle thefts in July 2018 

 

Figure 9.35: The estimated joint and marginal densities for bicycle thefts in September 2018 



 

Figure 9.36: The estimated joint and marginal densities for bicycle thefts in December 2018 

 

Figure 9.37: The estimated joint and marginal densities for shoplifting incidents in August 

2018 



 

Figure 9.38: The estimated joint and marginal densities for shoplifting incidents in October 

2018 

 

Figure 9.39: The estimated joint and marginal densities for shoplifting incidents in November 

2018 



 

Figure 9.40: The estimated joint and marginal densities for burglaries in July 2018 

 

Figure 9.41: The estimated joint and marginal densities for burglaries in October 2018 



 

Figure 9.42: The estimated joint and marginal densities for burglaries in December 2018 

 

 

 


